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Figure 3. (Algorithm Comparison) Schematic overview of
BLOC-IRM over two training environments (red and green),
and its comparison to IRM and IRM-Game.

Figure 5. Ablation study on model
size on the dataset Colored-MNIST.

v Challenge II: Multi-Environment Invariance Evaluation

Ø Large-batch optimization causes suboptimal IRM training.

Ø Our proposal: Small-batch training is effective versus a 
zoo of large-batch optimization enhancements.

Figure 1. The performance of
three IRM methods (IRMV1,
IRMV0, and REX) vs. batch-
size under Colored-MNIST.

Table 1. Accuracy of IRM methods on
Colored-MNIST using the original
large-batch implementation (Original),
the large-batch optimization-integrated
implementations (LSGD/LALR/SAM),
and the small-batch training recipe.

Ø The evaluation metric adopted by
all existing work focuses on a
single test environment.

Ø IRM performance is sensitive to
test environment choices. Single-
environment evaluation leads to
a false sense of invariance.

Ø Our proposal: evaluation across
multiple environments. Good
method should achieve high Avg.
Acc. and low Acc. Gap.

Distribution II
Colored-MNIST

Distribution I
Data Environment (𝛽)
βDist. I+ (1 − β)Dist. II

Training Env. II: 𝛽 = 0.2
Training Env. I: 𝛽 = 0.1

Ø IRM-Game assigns each environment an individual classifier w(").
The output relies on the ensemble of individual predictors.

Ø Our proposal: BLOC-IRM (BLO with Consensus IRM):
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v Challenge III: IRM-Game[2] with Invariant Predictor

• The lower level ensures (I) per-environment risk minimization and
(II) an environment-invariant predictor.

• The upper level minimizes the ERM loss and the regularization
term penalizes the lower-level stationarity.

• This problem can be solved using an ordinary BLO solver.
Table 3. Ablation study on different training environments
on the dataset Colored-MNIST.

• to acquire environment-agnostic data representations
• to avoid learning spurious correlations in the data

Invariant Risk Minimization
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Problem Setup[1]

Ø IRM is formulated as a bi-level optimization (BLO) problem:

Ø IRMv1 simplifies the BLO to a single-level problem:
𝑚𝑖𝑛
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Figure 4. (Dataset Setups) An overview
of the ‘Invariant’ and ‘Spurious’ features in
different datasets used in this work.
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Table 2. (Main Results) IRM performance comparison between BLOC-IRM and other baselines.

Figure 2. Performance comparison
of different IRM methods under
diverse test environments. Existing
methods only evaluate at 𝛽 = 0.9.
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