
Figure 2. Unstructured pruning trajectory given by test accuracy (%) vs. sparsity (%) on various (dataset, model) pairs. The
performance of dense model and that of the best winning ticket are marked using dashed lines in each plot. The solid line
and shaded area of each pruning method represent the mean and variance of test accuracies over 3 trials.
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Selectivity Drives Productivity:
Efficient Dataset Pruning for Enhanced Transfer Learning

Ø Research Question
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Ø Dataset Pruning for Transfer Learning

Ø Label Mapping for Supervised Pretraining

• Some source data could be harmful to downstream performance.
• Removing specific source classes can improve transfer learning.
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Ø Experiment Result Highlights

Table 4. Downstream performance of models pretrained on full/pruned
source dataset (Dense/LM) w/wo adversarial pretraining (Adv).

Table 1. The downstream performance with different source data pruning ratios in the SSL pretraining setting. A randomly initialized RN-
101 is self-supervised pretrained using MOCO V2 on each full/pruned source dataset and finetuned on the downstream task through LP.

v Not all sources classes are necessary or beneficial[1]

v Conventional dataset pruning lacks effectiveness on transfer learning.

Figure 1. Transfer learning accuracy of existing DP methods on ImageNet
at different pruning ratios, where ResNet-101 is the source model.

• Conventional SOTA DP methods do NOT yield significant
improvement over random pruning on transfer learning.

Ø Feature Mapping for Self-Supervised Pretraining

• Existing method: brute-force based, effective but not affordable.

Ø An Overview of  Our Proposal
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• Rationale behind the design: source data similar to downstream 
data intend to contribute more during the transfer process. 

• Dataset selection as a voting process: each downstream training 
data can vote for its most similar/relevant source training class. 

• Label mapping through a pretrained small surrogate model.
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Feature Space of a Surrogate Model

• Data cluster as the basic pruning unit when labels are unavailable.

Table 2. Time consumption of LM/FM to obtain the pretrained model.
The reported time consumption covers surrogate model (RN-18) training,
LM/FM dataset pruning, and source model pretraining (RN-101).

Figure 3. Source dataset pruning trajectory given the
downstream task OxfordPets using different surrogate models.
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